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Cost-Sensitive Classification 

• Classification, in the context of machine learning, deals with 
the problem of predicting the class (y) of set of examples 
given their features (x) 

• Minimize the misclassification 

 

 
Confusion matrix True Class (𝑦𝑖) 

Fraud (𝑦𝑖=1) Legitimate (𝑦𝑖=0) 

Predicted class 
(𝑐𝑖) 

Fraud (𝑐𝑖=1)  TP  FP 

Legitimate (𝑐𝑖=0) FN TN 



• However, it is usually assumed that all errors leads to the 
same cost 

 

 

 

 

 

 

• Unrealistic in many real-world applications 

 

 

Cost matrix True Class (𝑦𝑖) 

Fraud (𝑦𝑖=1) Legitimate (𝑦𝑖=0) 

Predicted class 
(𝑐𝑖) 

Fraud (𝑐𝑖=1)  0  1 

Legitimate (𝑐𝑖=0) 1 0 

Cost-Sensitive Classification 



 

• FP = Sending a good email to the 
Spam folder 

• FN = Failing to detect a spam 
email 

 

• FP = Declining a good transaction 

• FN = Accepting a fraudulent 
transaction 

 

Cost-Sensitive Classification 



 

• FP = Wrongly detecting a tumor 

• FN = Failing to detect a tumor 

 

• FP = Confusing a pedestrian with 
the background 

• FN = Failing to detecting a 
pedestrian 

 

Cost-Sensitive Classification 



 

 
Cost matrix True Class (𝑦𝑖) 

Fraud (𝑦𝑖=1) Legitimate (𝑦𝑖=0) 

Predicted class 
(𝑐𝑖) 

Fraud (𝑐𝑖=1)  0  C_FP_i 

Legitimate (𝑐𝑖=0) C_FN_i 0 

Cost-Sensitive Classification 

• In practice applications are cost-sensitive 

• Furthermore, the cost varies between examples 



 

 
Cost matrix True Class (𝑦𝑖) 

Fraud (𝑦𝑖=1) Legitimate (𝑦𝑖=0) 

Predicted class 
(𝑐𝑖) 

Fraud (𝑐𝑖=1)  0  C_FP_i 

Legitimate (𝑐𝑖=0) C_FN_i 0 

Cost-Sensitive Classification 

• In practice applications are cost-sensitive 

• Furthermore, the cost varies between examples 



 

• Mitigate the impact of credit risk and make more objective 
and accurate decisions 

 

• Estimate the risk of a customer defaulting his contracted 
financial obligation if a loan is granted, based on past 
experiences 

 

• Different ML methods are used in practice, and in the 
literature: logistic regression, neural networks, discriminant 
analysis, genetic programing, decision trees, among others 

 

Credit Scoring 



• Construction of a credit score 

 

 

 

 

 

 

 

 

• Applications during the observation window 

• Y=1 if loan has days past due > 90 once during the 12 
months after the application 

Credit Scoring 

Month 1 Month 2 Month 12 Month - 1 Month - 2 Month - 12 

Observation window 

Performance window 



 

 

 

 

• Default probability 

 

• Classification                                if    

 

• Where t is the probability threshold 

Credit Scoring 



 

• Defining the threshold 

 

• Where  

    Sensitivity = Specificity 

 

 

• Sensitivity is the true 
positive rate and  
specificity one minus 
the false positive rate. 

 

 

Credit Scoring 



• Evaluation of credit score models 

• Brier score 

• AUC 

• KS 

• F1-Score 

• Misclassification 

 

• Nevertheless, none of these measures takes into account the 
business and economic realities that take place in credit 
scoring. Different costs that the financial institution has incur 
to acquire customers, or the expected profit due to a 
particular client, are not incorporated in the evaluation of 
the different models 

Credit Scoring 



• Evaluation of credit score models 

 

 

 

 

 

 

• Correct classification costs are assumed to be 0 

• C_FP  = losses if customer i defaults 

• Cl_i is the credit line of customer i  

• Lgd is the loss given default. Percentage of loss over the total 
credit line when the customer defaulted 

Credit Scoring 



• Evaluation of credit score models 

• C_FN =  

 

•   

• loss in profit by rejecting what would have been a good 
customer 

• Where: 

• Int_r_i = interest rate of customer I 

• Int _cf = Financial intitution cost of funds 

• n_i = term of loan I 

• Calculation of r in the appendix. 

 

Credit Scoring 



• Evaluation of credit score models 

• C_FN =  

 

•   

•   

• assumption that the financial institution will not keep the 
money of the declined customer idle, but instead it will give 
a loan to an alternative customer 

• Whom as an average customer has default probability equal 
to the prior default probability  

 

Credit Scoring 



• Evaluation of credit score models 

 

 

 

 

 

Credit Scoring 



• Bayes minimum risk 

• decision model based on quantifying tradeoffs between 
various decisions using probabilities and the costs that 
accompany such decisions 

 

• Risk of classification 

 

 

 

 

 

Example-Dependent Cost-Sensitive Models 



• Bayes minimum risk 

 

• If                                                           then 

 

• Example-dependent threshold 

 

 

 

 

 

Example-Dependent Cost-Sensitive Models 



• Bayes minimum risk 

 

• Calibration of probabilities 

• BMR method suffers when the estimated probabilities 
are not well calibrated 

• Probabilities are calibrated using the ROC convex hull 
methodology described in the appendix 

 

 

 

 

Example-Dependent Cost-Sensitive Models 



• Threshold optimization 

 

 

 

• Depends on c which depends on t 

•                                        if 

 

 

• Optimal threshold that minimizes the cost 

 

Example-Dependent Cost-Sensitive Models 



Experiments 

• Two publicly available datasets 

• Kaggle Credit dataset 

• PAKDD Credit dataset 

 

• Contains information regarding customers income and debt 
from which the credit limit can be inferred, see appendix. 



Experiments 

• Using Random Forest to estimate the probabilities 

 

• Databases partitioned in training, validation and testing 

• Each of them contain 50%, 25% and 25% of the total 
examples, respectively 

 

• Under-sampled dataset  

• Under-sampling of the negative examples is made in order to 
have a balanced class distribution on the training set 



Experiments – Results Kaggle Credit 
• Using Random Forest to estimate the probabilities 



Experiments – Results Kaggle Credit 
• Using Random Forest to estimate the probabilities 



Experiments – Results PAKDD Credit 
• Using Random Forest to estimate the probabilities 



Experiments – Results PAKDD Credit 
• Using Random Forest to estimate the probabilities 



Experiments 

• Using: 

• Random Forest 

• logistic regression 

• gradient boosting  

• Gaussian naive Bayes 

• extra trees classifiers 

 

• 10-fold cross-validation 



Experiments – Results Kaggle Credit 
 



Experiments – Results PAKDD Credit 
 



Experiments – Results 
• Comparison of average decrease in cost between algorithms 



Experiments – Results PAKDD Credit 
• Comparison of the misclassification of the different models 

against different percentiles the credit limit Cl 



Conclusion 

• Selecting models based on traditional statistics does 
not give the best results in terms of cost 
 

• Models should be evaluated taking into account real 
financial costs of the application 
 

• Algorithms should be developed to incorporate 
those real financial costs 



Thank you! 
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Probability 
Calibration 


